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ABOUT THE CHINA TECH OBSERVATORY

The China Tech Observatory (CTO) of Mercator Institute for China Studies (MERICS) is 
funded by the German Ministry for Research, Technology and Space (BMFTR). The three-
year research project takes stock of China’s progress in developing and using globally 
critical technology. It provides information and analysis to help decision-makers in 
government, business and other areas to better understand China’s aims and efforts in 
future technologies.
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KEY FINDINGS

  China is pursuing self-reliance in AI at every level of technology. It sees AI  
as strategic for national and economic security. Facing technology export controls  
from the US, Beijing has made “independent and controllable” AI a key objective.  
Examining China’s efforts may provide useful learnings for Europe in its own pursuit  
of digital sovereignty. 

  While China’s government has long identified AI capabilities as a critical  
goal, it employs different strategies to aid each layer. The heaviest state support  
is reserved for the capital-intensive semiconductor sector. Indigenization efforts  
for software frameworks are entrusted to Big Tech companies. Higher layers, i.e.,  
AI models and applications, benefit from an enabling environment but receive less 
direct state support.

  China’s semiconductor industry has managed to produce its own AI chips, but 
their performance does not yet match that of US semiconductor designer Nvidia. 
Beijing has set indigenous capabilities as a top priority, especially faced with US  
export controls. Huawei leads this effort, working closely with domestic chipmakers.

  In models and applications, China is closing in on the US. China is heavily  
embedded in global open-source communities. Coupled with a protected home  
market, this has spawned large language model (LLM) developers like DeepSeek.  
Hardware challenges still hinder wider deployment, but local adoption of LLMs is  
high, and China’s AI industry is pivoting toward specialized applications.

  China’s AI ecosystem can source critical inputs domestically, but its future will 
also hinge on external factors. The country has nurtured a large talent pool, provided 
ample funding, promoted a maturing data environment and built computing infra-
structure. Vulnerabilities include limited access to advanced chips and China’s future 
participation in the global open-source community, which has long been key for its  
AI progress. 
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INTRODUCTION: CHINA IS MAKING RAPID PROGRESS ACROSS THE AI TECH STACK

The race for supremacy in Artificial Intelligence (AI) technology is now at the forefront of 
geopolitical competition between China and the United States. Not only is AI expected to 
reshape the way we live and work, but its potential use in military applications could also 
alter the global balance of power. And some believe that reaching artificial general intel-
ligence, or AGI, where AI surpasses humans in capability, is akin to the race to build the 
atomic bomb: whoever unlocks AGI first will be the winner of the geopolitical competition.1 

The 2022 release of ChatGPT, the first publicly available generative AI tool based on a large 
language model (LLM) from US company OpenAI, kicked the AI race into high gear.

During the Politburo study session of April 2025, focused on AI, China’s party and state lead-
er Xi Jinping urged a nationwide mobilization to achieve “self-reliance and self-strengthen-
ing” (自立自强) in the technology by building an “independent and controllable” (自主可

控) ecosystem across hardware and software.2  The emphasis on AI sovereignty marks a rel-
atively recent turn in Chinese AI strategy and policymaking. Previously, official documents 
still called for international cooperation. But since the US government’s policy of constrain-
ing China’s AI progress, many in China have called to sanction-proof its AI ecosystem. To 
be self-sufficient, China would need to produce the AI models, the software frameworks 
needed to create the models, and the chips that fuel their training and deployment – the 
whole AI technology “stack.”

The US has identified AI and the semiconductor technologies that enable its advancements 
as among several general-purpose “force-multipliers”, and US leadership as a “national 
security imperative.”3 Accordingly, Washington has rolled out policies aimed at slowing 
China’s AI development, primarily through export controls on advanced semiconductors 
needed to train AI models, as well as on the software and equipment used to manufacture 
those chips. 

China’s leaders similarly view advancements in AI as key to national security and overall 
competitiveness, and they have characterized it as a strategic emerging field that offers 
the country a historic opportunity to leapfrog the US economically and militarily. Beijing 
published its first national AI strategy in 2017, outlining steps to become a “major AI in-
novation center in the world.”4 US export controls have reinforced Beijing’s conviction that 
China’s dependency on foreign countries – particularly the US – for its AI future is a nation-
al security risk. 

China is arguably the first country trying to develop a national AI stack, but some in Europe 
have recently articulated this objective, too. So, where is China now in terms of AI chips, 
frameworks and applications? Who are the most important players? How is the government 
shaping the development and adoption of homegrown technology? How does this differ 
across the stack and why? 

Understanding China’s AI progress is crucial for European policymakers trying to navigate 
technology competition – for example to predict US export controls that might affect Euro-
pean companies. It can also help decision makers assess where Europe has leverage and 
how to engage, including companies that are increasingly embedding local solutions in 
their offerings for the Chinese market. 

Moreover, examining China’s self-sufficiency push in AI may also help Europeans predict 
possible problems in developing a “EuroStack.”5 Europe has some strategic presence, in-

China is arguably the 
first country trying to 
develop a national AI 
stack
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cluding key suppliers of semiconductor manufacturing equipment and a few notable LLM 
startups. However, the continent lags in developing and deploying the most advanced AI 
systems. Growing transatlantic tensions, especially under the new administration of Don-
ald Trump, have renewed calls for “sovereign AI” solutions.6 

CHINA’S AI STACK: DIFFERENT LAYERS, DIFFERENT APPROACHES

A simplified AI stack consists of three layers: chips that power computations, machine 
learning frameworks used to build AI models, and applications like large language mod-
els (LLMs). Beijing would ideally like self-sufficiency in all areas, but a clear hierarchy is 
emerging. State support is focused on the lower layers of the stack like chips and frame-
works, with higher layers – AI models and applications – benefiting from an enabling envi-
ronment but much less direct state support.

US and allied export controls now restrict sales to China of cutting-edge Graphic Processing 
Units (GPUs), like those designed by Nvidia, the high-bandwidth memory they are used in 
conjunction with, and the hardware and software required to manufacture these semicon-
ductors. As a result, this is considered the most crucial layer for developing home-grown 
technology. Machine learning frameworks are open source and thus cannot be targeted by 
export controls at present. LLMs and their applications are moving rapidly, with companies 
constantly outpacing each other, bolstered by an active software ecosystem and access to 
global open-source developments. 

In this report, we assess China’s progress in these different layers of the AI technology 
stack. We also look at the ways in which the government shapes their growth, which differs 
considerably in each layer. We conclude with a brief discussion of key inputs on which 
the Chinese AI stack relies, namely capital, talent and data, and the outlook for Beijing to 
achieve its goals.

Direct state support 
is focused on lower 
layers of the AI stack
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BOTTOM OF STACK: HUAWEI LEADS THE CHARGE

All AI is built on chips; they are necessary to run AI computational workloads. China’s gov-
ernment views AI chipmaking as a fundamental capability in which it lags the US. Already 
in 2014 China launched the so-called “Big Fund” to bring together previously unconnected 
programs on chip development and manufacturing.  The first phase ran until 2019 includ-
ed 139 billion yuan, investing broadly across the supply chain, while the second phase 
with 204 billion yuan was designed to specifically focus on supply chain steps with Chi-
nese weaknesses. In practice, however, both funds spent large chunks on front-end manu-
facturing.7 A third phase of 340 billion yuan was announced in 2024. The Big Fund has had 
mixed results, for example with the collapse of high-profile chipmaker Tsinghua Unigroup.8 
But the big winners from the program currently dominate China’s chipmaking industry: 
Semiconductor Manufacturing International Corporation (SMIC) as the most advanced log-
ic foundry and Yangtze Memory Technologies Corp. (YMTC) as its top memory chip maker. 
SMIC is the only Chinese company that can make advanced 7 nanometer (nm) chips today. 

Central state support is complemented by local state support, with many provinces or cit-
ies using their own investment vehicles to finance semiconductor companies. Tech giant 
Huawei has emerged as the main player in coordinating chipmaking, working closely with 
SMIC. For instance, Huawei’s Hubble investment arm now invests across the supply chain, 
and importantly, it co-invests in many companies with the Shenzhen Major Industry Invest-
ment Group, a state-owned investment fund in the city of Shenzhen.9

Domestic manufacturing is holding back China’s design capabilities

Huawei, in its quest to compete with US Big Tech like Apple, designed its first AI mobile chip 
in 2017, adding a server chip meant to rival Nvidia in 2018.10 However, these chips were all 
manufactured at Taiwan’s TSMC. Huawei’s inclusion on the US Department of Commerce’s 
Entity List in 2019, followed by the imposition of the “Foreign Direct Product Rule,” barred 
the Chinese company from fabricating chips at TSMC. 

Since 2016, several other “fabless” design companies have emerged in China. Design is a 
high value-added part of the semiconductor supply chain that is less capital-intensive than 
manufacturing. Thus, the barrier to entry is low, especially if companies can use electronic 
design automation (EDA) software and other tools for development. 

China is now home to several AI chip design companies. A full version of the LLM Deep-
Seek, for instance, can be run on Huawei, Cambricon, Moore Threads and Kunlun chips.11 
Importantly, these companies are still dependent on the ARM microarchitecture,  designed 
by the Japanese-owned British company of the same name, as well as on EDA software from 
the West, although Huawei is also leading efforts to indigenize EDA software. 

Tech giant Huawei 
has emerged as 
the main player 
in coordinating 
chipmaking
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Front-end manufacturing is a bottleneck

All Chinese design companies are competing for the same limited 7nm manufacturing ca-
pacity at SMIC, as well as for high bandwidth memory (which cannot yet be sourced locally) 
and advanced packaging (to bundle multiple chips for enhanced performance). While SMIC 
and others work on expanding manufacturing, Huawei has a large advantage because it is 
the de-facto leader of the semiconductor “national team” with access to up to 70 percent of 
SMIC’s capacity.12 

Huawei also made changes in 2022 from its 910 chip, manufactured at TSMC, to its new-
er 910B chip, designed for manufacturing at SMIC, that point to some production limita-
tions.13 The new chip outperforms its predecessor but contains fewer cores, despite a larger 
die size, which can limit performance.14 At the end of 2024, moreover, credible rumors 
spread that Huawei had manufactured chips at TSMC in violation of US export controls, 
suggesting that SMIC’s capabilities are more limited and lower in quality than believed. 

Another key bottleneck is high bandwidth memory (HBM). Many AI tasks, notably those 
involved in training and running large language models, are highly dependent on memory. 
Huawei is working with memory chipmaker Tongfu Microelectronics to develop HBMs,15 
but it reportedly also stockpiled significant memory from South Korea before export con-
trols came into effect.16 

Exhibit 1

Source: MERICS
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Producing advanced semiconductors
A highly complex process with many dependencies on global tech and equipment

1. Design 

Chinese firms: Huawei, Cambricon, Moore Threads, Kunlun 
Critical dependencies: Electronics design automation software (EDA)

2. Front-end manufacturing 

Chinese firms: SMIC 
Critical dependencies: Lithography machines, chemicals, other equipment 

(Advanced chips only) Advanced packaging
Chinese firms: Tongfu, Xingsen

3. Assembly, testing and packaging (Back-end manufacturing) 

Chinese firms: Tongfu, Xingsen 
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Due to manufacturing limitations, Huawei’s newer 910C chip is just two 910B dies pack-
aged together for better performance. This makes advanced packaging even more import-
ant. China has in recent years led the world in outsourced assembly and testing and thus 
has significant packaging capacity at home. But these fabs are focused on non-advanced 
packaging and must now be adapted to build up advanced packaging capacity. Xingsen 
Technologies is just one company doing so with Huawei’s support. 

Software issues hold back Chinese AI chips in applications

The 910B’s performance is, on paper, roughly on par with Nvidia’s A100, a chip that came 
out in 2019. In practice, however, Huawei’s chips are beset by problems that make them 
less useful than their performance stats would suggest. 

The strength of individual chips is not the most important factor. Most AI workloads run on 
multiple chips. Nvidia is the undisputed leader in AI chip design globally, not least because 
its chips are far easier to connect to each other, even between servers. 

Part of Nvidia’s competitive advantage lies in CUDA (Compute Unified Device Architecture), 
a programming interface and parallel computing platform. CUDA allows developers to port 
code easily between Nvidia chips and provides solutions to problems already in code. Most 
AI models so far have been written using CUDA, so switching to non-Nvidia chips is costly. 

Exhibit 2

Source: MERICS
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The anatomy of a modern AI chip 
AI chips in a typical data center setup

SERVER RACK 
In large-scale AI systems, AI chips are interconnected 
in complex architectures that significantly influence 
overall computing performance.

H
B
M

H
B
M

Logic
die

GPU chip GPU chipH
B
M

H
B
M

AI SUPERCHIP 
A GPU (graphics processing unit) is an electronic 
circuit widely used for AI computation. Its main 
components are a central logic die and memory 
units including specialized HBMs (high-bandwidth 
memory). An AI chip can include several GPUs 
depending on the architecture of the chip. 

COMMUNICATIONS LINK 
Communications links between GPUs enable high-
speed data transfer, allowing them to work in parallel 
for both training and inference tasks. 
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Chinese companies are trying to challenge Nvidia’s dominance in two ways. Smaller com-
panies like Moore Thread offer a compatibility layer for CUDA, so that developers switching 
to their chips do not need to change their CUDA code. But CUDA is optimized for Nvidia 
chips and is regularly updated, so compatibility layers need continuous support and will 
never be as efficient as a similarly high-performance framework developed natively.

By contrast, Huawei chose to develop its own alternative to CUDA, CANN. But CANN is not 
nearly as mature and usable: Huawei’s chips still have random, frequent crashes without 
recovery, and developers are hesitant to port their models to CANN.17 As changes are made 
to CANN, successive models may not be compatible, so a model running on the Ascend 
910B will need significant changes to run on a future Ascend-based chip. This slows model 
innovation and deployment.

The bottom line: China still relies on foreign AI chips 

Huawei chips are especially unsuitable for large LLM training runs. A few months ago, 
DeepSeek considered Huawei’s most advanced AI chip at the time, the Ascend 910C, inad-
equate for training.18

Nvidia continues to lead the market for AI chips in China, having sold more than 1 million 
of its H20 chips in 2024. Huawei, on the other hand, only sold 200,000 AI chips, despite 
their lower price.19 Until recently, the H20 was the most advanced AI chip Nvidia was still 
allowed to sell to its Chinese customers. In April 2025, the Trump administration slapped a 
licensing requirement (with a presumption of denial) on H20 exports to China,20 which will 
likely make life even harder for China’s AI industry.

In addition to manufacturing innovation, Chinese developers are also working on making 
better use of the limited chips available to them. For instance, Alibaba developed a technique 
for training the same model using a mix of foreign and domestic chips. 21 Moreover, Chinese 
hardware makers are offering server-scale machines that rival Nvidia’s performance using 
significantly more chips and power.22 China currently has abundant energy and subsidized 
energy prices, so it is better positioned than the West to meet AI’s power demand. 

MIDDLE OF STACK: CHINESE BIG TECH DOMINATES DOMESTIC MACHINE LEARNING 
OFFERINGS; USERS PREFER GLOBAL ONES 

At the next layer up, machine learning frameworks are used to streamline development and 
make it easier. They are standard interfaces, libraries and toolkits for designing, training 
and verifying AI algorithms. While developers could write code from scratch to train and 
deploy models, using a framework is much faster and easier to port to new chips and iterate 
on. Frameworks can be viewed as the common language of AI development. 

Leading AI frameworks globally are PyTorch and TensorFlow, both open source and origi-
nally developed by US companies. Due to their wide global adoption, Chinese developers 
like Huawei are contributing to these frameworks to include support for domestic GPUs, 
while also developing domestic alternatives.

The first major framework released by a Chinese company was Baidu’s PaddlePaddle, pub-
lished in 2016.23 PaddlePaddle has been relatively widely adopted in China, especially in 
industry, and includes a lot of pre-trained models for typical industrial AI workloads.24

Nvidia continues to 
lead the market for 
AI chips in China
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Huawei’s machine learning framework, MindSpore, is available both for the company’s 
own flagship AI chips, the Ascend GPUs, and for CPU-based machine learning. It was open-
sourced in 2020 as a full-scenario AI computing framework. However, beyond its use for 
Huawei’s own pre-trained models and some initial traction in industrial AI, adoption seems 
limited. On the Chinese source code repository Gitee, a search for MindSpore returns 684 
results, with TensorFlow and PyTorch each returning more than 10,000.25 

Considering Huawei has moved MindSpore development onto Gitee, this shows that adoption 
lags significantly. As a result, Huawei is still actively developing extensions for PyTorch and 
TensorFlow to enable support for Ascend GPUs. Huawei joined the PyTorch Foundation as a 
Premier member in 2023.26 The company is also active in contributing to open source proj-
ects on Github.27 Since PyTorch and TensorFlow are both open source with very permissive 
licenses, it is unlikely the US government will be able to restrict China from accessing them. 

TOP OF STACK: FIERCE COMPETITION OVER LARGE LANGUAGE MODELS AND  
APPLICATIONS

At the top of the stack are AI applications. Due to the recent focus on LLMs, this report 
emphasizes LLMs and their many applications. They have become the focal point of global 
technology competition since the launch of ChatGPT in late 2022. 

There is a vibrant scene in China rising to meet this challenge, with academia as well as 
private enterprises entering the race en masse to develop LLMs. Ample private funding and 
access to global open-source models have allowed for rapid Chinese progress. Although 
China lagged in the first years after ChatGPT’s release, domestic models did not have com-
petition from leading Western ones, since these were quickly banned after release. With the 
release of DeepSeek’s models in late 2024, China became a contributor to the cutting edge 
of global LLM development.28

Software development is a more open environment, so direct government support to this 
layer of the tech stack has been less relevant. One notable form has been provincial gov-
ernment vouchers for startups to purchase or rent computing power for model training. 
These typically range from 20 to 50 percent of compute costs, and up to a yearly total of 
500 million yuan for all companies in the most generous locality (Shenzhen).29 Aside from 
this mechanism, which is not insignificant, the government’s role can be best described as 
incentivizing the ecosystem rather than direct subsidization.

China’s LLM scene comprises large and small players. Established tech giants are all work-
ing on their own models. So are academic and state-backed research labs, which produce 
much of China’s top AI talent and startup spin-offs. A crop of startups has emerged, along-
side existing tech companies trying to capture the trend. Finally, there is the surprise dis-
ruptor DeepSeek, which hailed from Hangzhou, an emerging hub of AI innovation.30 

While still trailing the most advanced Western competitors, Chinese LLMs now perform well 
across different evaluation metrics. UC Berkeley’s Chatbot Arena is a popular ranking. Its 
scores are derived by comparing pairs of chatbots blind-tested and voted on by volunteers. In 
March 2025, the top 20 scores include five Chinese entries, led by DeepSeek-R1 in sixth place. 
Qwen2.5-Max is ranked tenth and Zhipu’s GLM-4-Plus-0111 is fourteenth.31 The rest of the 
leaderboard models are from leading Western companies including xAI, OpenAI and Google.

There is a vibrant 
LLM scene in China
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Table 1

Notable Chinese LLMs and their developers in 2025

Source: SuperCLUE leaderboard, March 2025
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* Scores are from the March 2025 leaderboard of the SuperCLUE benchmark, which evaluates 
LLM performance using a suite of Chinese-language tasks.

CATEGORY NAME
LEADING  
MODEL(S)

NOTES SCORE*

Big Tech Alibaba Qwen Leader in fostering China’s AI open source 
community.

66.38 

ByteDance Doubao Parent company of TikTok, its model powers 
one of the most popular chatbots in China.

64.68

Tencent Hunyuan Focused on integrating AI into its many tech 
products including WeChat.

62.49

Huawei PanGu Stresses support for industrial applications.

Established  
companies

Qihoo 360 360zhinao Cybersecurity firm with ties to Chinese military, 
added to US Entity List in 2020.

59.08

Kunlun Sky-Chat Originally a web gaming company. 49.17

Baidu ERNIE Associated Ernie Bot was first major chatbot to 
debut in China, after ChatGPT’s launch.

47.56

iFlytek Spark Known for its leading voice recognition tech, 
added to US Entity List in 2019.

40.76

SenseTime InternLM Added to US Entity List in 2019, developed 
InternLM with Shanghai AI Lab. 

32.02

Startups DeepSeek Deep-
Seek-R1

Little-known startups prior to breakout models, 
backed by a quant hedge fund.

70.33

Wenge YAYI Spun off from CAS. 55.81

Moonshot Kimi Alibaba-backed startup planning to get listed. 51.47

StepFun Step Exploring multi-modal models and integration 
with the auto industry.

50.81

Zhipu AI GLM A spin-off of Tsinghua University, added to the 
US Entity List in January 2025. 

48.61

01.AI Yi Once among the top players, has pivoted away 
from building LLMs.

23.29

Baichuan Baichuan Has pivoted towards applications,  
especially in medical AI.

MiniMax MiniMax Focuses on consumer apps.

Research 
labs

BAAI WuDao, 
Emu

Early developer of ultra-large-scale models, 
added to the US Entity List in March 2025.

Peng Cheng 
Lab

Peng Cheng 
Mind

Provides key infrastructure and platforms, add-
ed to US Entity List in January 2025. 

2

3

1
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The benchmark SuperCLUE offers the most thorough look at the wide range of Chinese 
LLMs. It evaluates LLM performances in tasks using the Chinese language. In March 2025, 
the top scoring model was OpenAI’s o3-mini, followed by DeepSeek’s R1. Other Chinese 
LLMs, including the latest Qwen, Hunyuan and 360zhinao models, follow closely behind 
top models from Google and Anthropic.32

Government fosters the open-source ecosystem

LLMs have enjoyed a relatively easy development path in China compared to the hardware 
layers of the AI stack, in part thanks to the longstanding practice of open-source software 
development. Much of the foundational LLM research has been in the form of public papers 
and code repositories, free for developers around the world to finetune or build on. As a 
result, most top models are very similar in architecture, differentiating themselves instead 
in training data sets and fine tuning to yield competitive results against benchmarks. Meta 
has been particularly influential in open sourcing its state-of-the-art LLaMA series.33 Many 
leading Chinese LLMs use the underlying architecture for their models, including Baich-
uan’s Baichuan series and 01.AI’s Yi series.34

Open sourcing for LLMs often refers to a slightly different concept than traditional software 
projects. In what is more accurately described as “open-weight,” model weights, which are 

Exhibit 3

DeepSeek marks the arrival of Chinese LLMs
Top-scoring models on Chatbot Arena

Source: Chatbot Arena
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Chinese models in red. 
Chatbot Arena scores are based on the Elo rating system and derived from crowdsourced,  
anonymized comparisons between pairs of models. 

1,287GPT-4o-2024-05-13 (OpenAI)

1,267Gemini-Advanced-0514 (Google)

1,265Gemini-1.5-Pro-API-0514 (Google)

1,256GPT-4-Turbo-2024-04-09 (OpenAI)

1,251GPT-4-1106-preview (OpenAI)

1,249Claude 3 Opus (Anthropic)

1,246GPT-4-0125-preview (OpenAI)

1,231Gemini-1.5-Flash-API-0514 (Google)

1,207Llama-3-70b-Instruct (Meta)

1,201Claude 3 Sonnet (Anthropic)

1,189Command R+ (Cohere)

1,187Qwen2-72B-Instruct (Alibaba)

1,162Qwen1.5-110B-Chat (Alibaba)

1,162Yi-1.5-34B-Chat (01.AI)

1,186GPT-4-0314 (OpenAI)

1,178Claude 3 Haiku (Anthropic)

June 2024

1,351

1,335

1,320

1,306

1,306

1,303

1,288

1,287

1,285

1,283

1,282

1,279

1,273

1,269

1,277

1,274

o1-2024-12-17 (OpenAI)

o1-preview (OpenAI)

DeepSeek-V3 (DeepSeek)

Step-2-16K-Exp (StepFun)

o1-mini (OpenAI)

Gemini-1.5-Pro-002 (Google)

Grok-2-08-13 (xAI)

Yi-Lightning (01.AI)

GPT-4o-2024-05-13 (OpenAI)

Claude 3.5 Sonnet (Anthropic)

Qwen2.5-plus-1127 (Alibaba)

DeepSeek-v2.5-1210 (DeepSeek)

GPT-4o-mini-2024-07-18 (OpenAI)

Llama-3.1-Nemotron-70B-Instruct (Nvidia)

Athene-v2-Chat-72B (NexusFlow)

GLM-4-Plus (Zhipu AI)

January 2025
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the parameters resulting from a trained model like LLaMA or DeepSeek, are shared, while 
the training code and datasets are not. Developers can build on these open models but 
cannot recreate them.35 This has implications for entities who want to deploy open-weight 
models, as the accuracy, proper handling of sensitive data and IP, and potential bias in the 
training data cannot be verified.

China’s government has long embraced the open-source movement, both to decrease de-
pendency on foreign technology companies and to ramp up progress toward self-sufficien-
cy.36 It has supported using open-source standards in many technologies, such as RISC-V 
for chip design architecture and Kylin Linux for operating systems. Responding to policy 
direction, a consortium of Chinese tech companies launched the Open Atom Foundation in 
2020 to promote open-source development in cutting-edge tech projects. The platform is 
seeded by projects from tech giants, such as Huawei’s OpenHarmony operating system.37

Chinese companies and software developers are very active in open-source communities. In 
2024, Chinese developers made up around 9 percent of all developers on GitHub, which is 
the largest source code repository in the world and one of the few remaining major Western 
internet platforms to still operate inside China.38 To create a domestic alternative, both for 
ensuring continued access and for better control of activities on the platform, China’s Min-
istry of Industry and Information Technology (MIIT) backed local hosting platform Gitee in 
2020.39 The platform sees some traction from Chinese users, gaining praise for faster access 
speed inside China and better localization, but many still prefer GitHub to engage with the 
international community.40

Alibaba Cloud, or Aliyun, is a leader in Chinese AI open-source efforts. Its Qwen series 
regularly tops open-source leaderboards.41 Alibaba also operates ModelScope, a platform 
for open-source AI models fashioned after Hugging Face, a platform that has become the 
default destination for open source LLM projects globally. Hugging Face itself was banned 
in China, a reflection of the political sensitivity around generative AI.42 Many Chinese com-

Gitee – China’s Github alternative

Gitee is built a lot like GitHub, organized around individual projects, issues, 
and pull requests for collaborative development. It features built-in integrations 
with more Chinese services, such as Baidu and Tencent Cloud, and Gitee Go for 
continuous integration and deployment. In 2022, Gitee announced that all code 
would be manually reviewed before public availability, raising censorship concerns. 
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panies participate in the open-source community by open sourcing slightly older models, 
while keeping their most advanced commercial models close-sourced.

DeepSeek caught the world’s attention with low costs and high performance, but 
its deployment remains a challenge

DeepSeek’s release of its R1 model in January this year marked the arrival of the little-known 
startup in the LLM scene, and brought wider awareness of Chinese LLMs outside China.43 Deep-
Seek’s remarkably efficient use of computing resources to achieve performance similar to far more 
expensive models has sparked discussions ranging from the competitiveness of Chinese AI to the 
effectiveness of chip export controls, even briefly causing a sharp drop in Nvidia share prices.44

DeepSeek’s breakthrough lies in combining existing technical solutions to radically reduce 
the computing resources required to train and run a world-class model.45 Custom commu-
nications schemes between GPUs also helped cut training time.46 DeepSeek’s models are 
open weight, and its research papers describing these innovations have contributed to the 
state of the art in LLM development.47

Outside the tech community, DeepSeek has garnered attention for its high performance 
offered at a dramatically lower price, although there are some disputes around the true 
training and access costs of its models.48 Importantly, it sparked discussions of Chinese 
LLMs entering global market competition, raising questions around Chinese government 
censorship and data gathering.49 However, as a startup, DeepSeek does not have the infra-
structure to offer its products on a large scale. Many Chinese companies are rushing to fill 
this void, although these early efforts have yielded mixed results. 

Results of a test on the Chinese platforms offering DeepSeek illustrate the challenges com-
panies face in supporting top models. The test was conducted by SuperCLUE on 18 Chi-
nese platforms that offered DeepSeek-R1 in February 2025, including both free and paid 
offerings. The results were poor, showing long response times for questions and high rates 
of cut-off responses or none at all. 50 The best performers were US firms Perplexity and to-
gether.ai, a testament to the importance of access to cutting-edge chips in deploying LLMs 
effectively. In a follow-up test in March, US platforms disappeared from the chart. 51

The best performing Chinese host of DeepSeek is VolcEngine, the cloud service from ByteDance. 
A relative newcomer after the big three – Alibaba, Huawei and Tencent – it is trying to catch up 
by doubling down on AI offerings.52 Overall, China’s cloud market is much smaller than that 
of the US, due in part to lower adoption of public cloud solutions by enterprises.53 While cloud 
service providers want to expand by investing in AI infrastructure, enterprises are also embrac-
ing private solutions that allow them quick access.54 The growing popularity of “all-in-one” 
machines offering DeepSeek models reflects this.55 In the end, widespread adoption and easy 
access to LLMs are what will propel the dissemination of AI technology into innovations across 
different fields. It remains to be seen if China’s divergent approach will yield better results.

External constraints and government priorities urge a pivot toward applications

DeepSeek’s arrival in a way marks the end of the “battle of hundred models” era in which 
many firms pursued LLM development.56 01.AI has announced it will stop training new 
models, focusing instead on offering DeepSeek-based solutions57; Baichuan has pivoted 
into medical AI, and Kimi is also exploring opportunities in more specific applications.58
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Some in the local AI community already advocate for a shift in focus from cutting-edge LLM 
capabilities toward building applications for existing models.59 Beyond China’s traditional 
strength in taking existing innovations and building on them rather than developing new 
paradigms, there are several other reasons for this “pragmatic” approach.

First is the shortage of cutting-edge AI chips in China due to US export controls. While mod-
el developers are attempting to use Chinese-made AI chips, dependence on Nvidia chips is 
widely acknowledged.60 Many companies and institutions rely on stockpiles acquired prior 
to export controls, access them remotely through cloud service providers, or in some cases 
get their hands on smuggled chips. 61

With a limited supply of AI chips for training and deploying large foundational models, 
China may see a better path to commercial success in AI applications. Qihoo 360 CEO Zhou 
Hongyi, for example, has suggested that a vertical approach involving smaller models with 
proprietary data may be best for resource-constrained Chinese enterprises.62 The govern-
ment, for its part, wants to focus on the application aspect of AI technology. In both 2024 
and 2025, the government work reports presented at the National People’s Congress fea-
tured an “AI+ Initiative” to promote the use of AI solutions to boost manufacturing and 
other sectors like electric vehicles, robotics, education and medicine.63 

The Hangzhou government stands out as a successful example for fostering its startup envi-
ronment with financial support and other incentives. Six AI startups there, including Deep-
Seek, represent an emerging wave of innovative technologies coming out of the Chinese 
tech ecosystem. They showcase the range of opportunities AI brings to different sectors – 
Unitree and Deep Robotics in robotics, Game Science in gaming, BrainCo in brain-computer 
interface, Manycore in spatial simulations applied to design.64

CHINA INCREASINGLY RELIES ON ITSELF FOR AI INPUTS, BUT FACES CHALLENGES

Achieving AI self-reliance will hinge on domestic and external factors. The AI stack relies 
on several inputs whose availability is crucial for any country or region to compete in ad-
vanced AI systems. These are capital, talent, data and infrastructure. Understanding the 
availability and role of these AI inputs in China is critical in assessing its capabilities as 
well as potential technological progress in the years ahead.

In terms of capital, the role of US investment, once a significant contributor to China’s AI 
ecosystem, has sharply declined. Already before the Biden administration introduced a 
framework allowing the Treasury Department to scrutinize, and in some cases bar, US in-
vestment in Chinese technology industries including AI, US venture capital had started 
pulling back, reaching a ten-year low of USD1.3 billion in 2022, down from USD14.4 bil-
lion in 2018.65 This is causing Chinese AI firms to shift to alternative sources of capital to 
fund their growth, namely CNY-denominated funds as well as dollars from deep-pocketed 
investors in places like the Gulf states. Although the country’s venture capital market has 
been in decline since 2021, according to Pitchbook, China saw 715 deals in the AI sector in 
2024 totaling USD7.3 billion, higher than any other country in Asia.66

Despite this enthusiasm, largely driven by the generative AI boom, Beijing’s bet on a 
state-driven, techno-nationalist innovation model may hamper the future development of 
traditionally privately driven sectors.67 In January, China launched a new AI investment 
fund with an initial capital of CNY 60 billion (USD 8.2 billion), followed by a distinct state 
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guidance fund for critical tech sectors that the National Development and Reform Com-
mission (NDRC) unveiled at this year’s Two Sessions.68 Seasoned investors in China’s tech 
ecosystem privately caution that state capital could introduce inefficiencies and slow in-
novation. This is not to mention the economic slowdown, which raises serious questions 
about the future viability of China’s system of science, technology and innovation.69

Exhibit 4

 

 

Chinese LLM developers are eligible for compute subsidies 
Provincial and municipal governments distribute vouchers to support model training and adoption

Source: Local government policies
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In terms of talent, DeepSeek’s experience demonstrates that a brilliant and motivated co-
hort of young, mostly domestically educated engineers and entrepreneurs is eager to devel-
op and commercialize new innovations at home.70 Indeed, research by MacroPolo showed 
that, in 2022, a quarter of the world’s elite AI scientists received their undergraduate de-
grees from a Chinese university. More of these top talents are choosing to live and work in 
their home country: 28 percent compared to 11 percent only three years earlier.71 

In other words, while the US remains the largest pool of elite AI talent, China is quickly 
closing that gap. While a general shortage of AI workers is still reported, and especially 
acute in specific fields and functions like speech recognition and algorithm engineering, 
China’s talent outlook is clearly positive. 72 Research outputs reflect this trend, with China 
accounting for roughly 40 percent of highly cited AI papers in 2021, and already surpass-
ing the US share in 2016, according to CSET’s Emerging Technology Observatory.73 

China’s large ecosystem is not closed off, at least not so far. CSET found that a considerable 
proportion of China’s highly cited AI research came from collaborations with US peers, al-
though much of China’s increase relative to the US could be attributed to non-collabora-
tive papers.74 AI research collaboration between China and the US remains resilient overall 
despite geopolitical tensions, although it is no longer growing at the same rate as prior to 
2020.75 Because AI and machine learning research thrives on cross-border collaboration, 
self-reliance would seem hardly feasible or desirable for China.

The extent to which Beijing regards such global AI communities as a strength rather than 
a vulnerability is increasingly in question, however. The Politburo Study Session on AI 
emphasized self-sufficiency and toned-down rhetoric on openness and global integration.  
The government is also trying to nurture domestic software development and code-host-
ing platforms. This seems to run counter to the interests of most Chinese developers, who 
continue to prefer GitHub due to its international exposure. Players like Huawei (through 
its MindSpore ecosystem) and China Software Development Network (CSDN, which counts 
about 10 million registered users and ties with American firms like Microsoft and Intel) are 
working to strengthen domestic AI developer communities. 

Meanwhile, Beijing’s continued political support for open models – an approach that Eu-
rope is also betting on76 – is not a given. Some DeepSeek employees are reportedly under 
travel restrictions,77 a sign that a control-obsessed party state may tighten its grip.

Data is another crucial ingredient in AI development. Although the availability of large-
scale and rich datasets has provided an advantage to Chinese firms in sectors like comput-
er vision and related applications like biometric recognition,78 this is not true across the 
board. There are persistent issues with the quality of data corpuses used for training, and 
even with inadequate supply.79 The government considers this a priority and has launched 
an ambitious effort, led by the National Data Administration, to better integrate China’s 
data market.80 This kind of proactive industrial policy for the data economy could help 
solve some of the challenges China’s AI industry is facing in this area. Recent policies to 
stimulate the data labelling industry fit the same logic.81

The infrastructure through which data is processed and ingested by AI systems is just as 
important. This takes the form of data centers that typically contain hundreds of thou-
sands of high-performance chips, network and storage architectures, as well as energy and 
cooling capabilities to handle AI workloads. China has poured billions into AI computing 
infrastructure, including through a megaproject to develop a nationwide grid of data cen-
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ters and AI computing hubs, particularly by exploiting the abundant land and renewable 
energy sources of inland provinces.82 

China has both strengths and weaknesses in the race to build AI infrastructure. On the one 
hand, the combination of its low electricity prices and forward-looking energy strategy – 
including plans to build the world’s first hybrid fusion-fission reactor by 2031 – and the 
paradigm of hardware-efficient AI innovation pioneered by DeepSeek could position China 
relatively well to balance energy security and technological advances. On the other hand, 
the hype around LLMs among commercial players and local governments has led to waste-
ful investments, with up to 80 percent of newly built computing resources unused.83

Hardware export controls will impact China’s trajectory

No discussion of the prospects for an indigenization of China’s AI stack would be complete 
without considering external factors – specifically, foreign governments’ export controls 
and their likely impact on the country’s AI ecosystem. In October 2022, the US introduced 
unilateral export controls on certain semiconductors, chip design software, and chip-mak-
ing equipment. Those controls were beefed up in 2023 and again in 2024. 

So far, Chinese LLM developers have managed to access American-designed GPUs to train 
and deploy their models. To train the R1, DeepSeek claimed to have used merely 2,048 
Nvidia H800 GPUs, which Washington only banned in October 2023. DeepSeek reportedly 
also had access to 10,000 of the less powerful A100 GPUs. Others estimate the company 
had access to many more Nvidia GPUs, and some in Congress have launched a probe into 
possible smuggling.84 In a nutshell, export controls are not perfect firewalls, and Washing-
ton could tighten the screws further. US firms will keep adjusting to this: Nvidia is due to 
release a downgraded version of its H20 to keep servicing Chinese customers.85 

The trajectory of AI export controls, however, is far from certain. In a big move, the Trump 
administration repealed the AI Diffusion framework, which was drawn up by the Biden 
administration to control the global spread of advanced AI capabilities.86 This would have 
been executed mainly through a tiering system tied to a mix of export caps and security 
requirements for model training and deployment.87 The previous administration’s had eyes 
on countries like the UAE and Malaysia, believed to be transshipment hubs through which 
restricted GPUs end up in China. Essentially, the US would have sought to lock in the lead-
ership of its companies in the global AI ecosystem and manage security risks – largely by 
isolating China through shaping the technology decisions of third countries.88 Trump plans 
to replace this framework with his own, as yet unknown, version. 

For now, Trump’s intent seems to be twofold. First, while subscribing to the same strategic 
objective of containing China’s AI capabilities, his administration prefers soft guidance to 
help industry enforce existing rules, rather than new regulation. Second, Trump personally 
favors bilateral deals, as seen in agreements with Saudi Arabia and the UAE expected to 
open the door for future exports of large numbers of the most advanced GPUs.89 

Corporate interests and third countries’ choices, in addition to those made in Beijing and 
in Washington, will continue to influence the urgency with which China must indigenize 
its AI stack.

The trajectory of AI 
export controls is far 
from certain



MERICS REPORT | July 2025 | 20

EXTERNAL FACTORS COULD CHANGE CHINA’S GROWTH TRAJECTORY ACROSS THE AI 
STACK

China’s government regards AI as a crucial technology and is doing all it can to foster 
self-reliance, particularly in homegrown AI chips and the middle layer where Chinese firms 
are most vulnerable to being cut off. 

While Chinese companies can design good, if not cutting-edge chips, they are still severely 
constrained by domestic chip-making capabilities. These are particularly hampered by US, 
Japanese and Dutch export controls on manufacturing equipment. Moreover, Nvidia’s ad-
vantage exists not only in hardware, but also in software and cross-chip capabilities, which 
are difficult to replicate. 

While a few chip designers in China are active in AI, Huawei has emerged as the leader of 
the “national team for AI chips.” The company is building up an entire ecosystem spanning 
chips, computing frameworks and an AI framework. This, along with government support, 
makes it increasingly difficult for other Chinese AI chip companies to compete. While mul-
tiple Chinese chip designers can design competitive AI chips, they are all competing for 
SMIC’s high-end manufacturing capacity. Huawei’s outsized role gives it an important ad-
vantage. As a result, other designers are unlikely to emerge as real competitors. Some are 
likely to look for niches where they can be successful going forward. 

For the machine learning frameworks used to build LLMs and other AI, tech giants Baidu 
and Huawei lead the long-term effort to develop local alternatives to global frameworks, 
the preferred choice of Chinese AI developers. Smaller companies try to add support for 
their chips to these global frameworks. Meanwhile, the government is supporting efforts to 
further the adoption of local frameworks, especially in application development.

China is quite self-sufficient in the development and adoption of competitive LLM mod-
els, with many firms in the space. This success is built on the ample access it has enjoyed 
thus far to the global open-source community. Chinese and US regulations keeping foreign 
models out have also helped local competitors thrive. The “DeepSeek moment” has turbo-
charged adoption of LLMs in China. DeepSeek has also encouraged the practice of open 
source (or open weight) in China’s LLM ecosystem, possibly speeding up innovation. 

Computing power restrictions and the government’s own preferences are both pushing for 
a more application-focused approach to AI development, with fewer companies trying to 
build LLMs. If those companies open-source their models, this could lead to very fast it-
eration and widespread deployment. Instead of the “battle of a hundred models” seen at 
the beginning of the LLM boom, we could soon witness an explosion of applications built 
on the winners of the battle. This configuration could play more to China’s strengths and 
alleviate the high hardware requirements of building LLMs from scratch.  

It is also possible for China to fall behind. Long-term growth would suffer if access to the 
open-source community and AI computing power was hindered.90 While China has built up 
a large talent pool, is shoring up investment and can provide the energy to power its data 
centers, government allocation of resources is often inefficient. China’s AI ecosystem owes 
much to the ingenuity of its engineers and private entrepreneurs, but also to critical inter-
national input; the latter is looking increasingly difficult to maintain. 
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Research for this report was concluded in June 2025.

POLICY OPTIONS FOR EUROPE

  Europe should decide whether to integrate China-origin AI technology into its 
AI stack. DeepSeek has attracted European users, which has led to scrutiny of its 
data and content moderation practices. Lawmakers and regulators in charge of en-
forcing the GDPR and the AI Act should consider that Chinese LLM developers are 
bound by the CCP’s national security and censorship demands.

  China’s bet to fully indigenize the AI stack is informed by its domestic condi-
tions and political economy. Its innovation model prices in inefficiency in pursuit 
of strategic objectives. Rather than throwing massive resources at building a sover-
eign stack, Europe may stand a better chance if it focuses on its comparative advan-
tage and strategic interests, based on clear priorities.

  Europe lags in data infrastructure to promote adoption of its own AI solutions. 
This probably deserves its most urgent attention. China is pushing adoption through 
a mix of cloud-as-infrastructure projects, while US cloud service hyperscalers can 
count on sheer numbers of chips and users. Europe must find its own path. Reforms 
are also needed so the EU can attract and retain top talent.

  Europe could leverage its industrial strengths to build AI applications. Oppor-
tunities unlocked by DeepSeek’s compute-efficient paradigm should be put into 
perspective. Hyperscalers with abundant chips will keep releasing the best gener-
al-purpose models, but the wider ecosystem is shifting toward test-time, or infer-
ence-time compute. Europe’s abundant industrial data could be the foundation to 
deploy smaller models, which are often better for specialized tasks. 

  Competing in lower layers of the stack is a longer game. Even China, with its 
clear government strategy and funding, has long struggled to develop competitive AI 
chips. Europe should leverage its niches in semiconductor supply chains rather than 
focus on areas where it is not competitive. 

  China’s experience shows that state-led approaches have limitations. Private 
companies that initially take off with limited state connections or support, like 
DeepSeek, can often be the most disruptive. In contrast, efforts to bend the choices 
of AI firms and developers to techno-nationalist agendas rarely bear fruit.

  Geopolitical competition will continue to shape Europe’s choices. The US and 
China both aim for dominance in AI and their ecosystems are bifurcating. Reliance 
on US hardware could expose Europe to supply constraints or even coercion. But al-
ternatives like Huawei’s AI chips, besides technical difficulties, may present security 
risks or even be in breach of US export controls.
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